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Abstract

Multi-wavelength astronomical studies require cross-identification of detections of
the same celestial objects in multiple catalogs based on spherical coordinates and
other properties. Because of the large data volumes and spherical geometry, the
symmetric N-way association of astronomical detections is a computationally in-
tensive problem, even when sophisticated indexing schemes are used to exclude
obviously false candidates. Legacy astronomical catalogs already contain detec-
tions of more than a hundred million objects while ongoing and future surveys
will produce catalogs of billions of objects with multiple detections of each at dif-
ferent times. One time, pair-wise cross-identification of these large catalogs is
not sufficient for many astronomical scenarios. Consequently, a novel system
is necessary that can cross-identify multiple catalogs on-demand, efficiently and
reliably. In this paper, we present our solution based on a cluster of commodity
servers and ordinary relational databases. The cross-identification problems are
formulated in a language based on SQL, but extended with special clauses. These
special queries are partitioned spatially by coordinate ranges and compiled into
a complex workflow of ordinary SQL queries. Workflows are then executed in a
parallel framework using a cluster of servers hosting identical mirrors of the same
data sets.
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Crossmatching

* Astronomical catalogs
today
— inRDBMS
— 0(100 million) objects
— o(1TB - 10TB) DB size

Match by coordinates

— RA, Dec

— Astrometric error

— Different sky coverage

— Different wavelength range
— Moving objects etc.

Sample XMatch query

SELECT s.0bjId, g.objID, t.objID, I
s.ra, s.dec, g.ra, g.dec, t.ra, t.dec,
x.ra, x.dec
FROM SDSSDR7:Galaxies AS s
WITH (POINT(s.cx, s.cy, s.cz), ERROR(0.1)) b :g{'“"’
CROSS JOIN Galex:Galaxies AS g
WITH (POINT(g.cx, g.cy, g.cz), ERROR(0.2))
CROSS JOIN TwoMASS:ExtendedSources AS t
WITH (POINT(t.ra, t.dec), ERROR(®.5))
XMATCH BAYESIAN AS X 7
MUST EXIST g, MAY EXIST t | Probabilistic
crossmatch
HAVING LIMIT 1le3
- spatial
REGION 'CIRCLE 12000 165.7 0.3 60" e vaint

How to extend SQL

SQL is declarative
— everything can be executed that can be expressed
— extensions must be executable in any case

Query optimization is hard

Design language for easy optimization in mind
— constrain on the level of the grammar
— custom clauses instead of complex where clause logic

Scaling out: query partitioning
« Zone algorithm to index sphere

* Mirror everything
— go for speed, old catalogs are small
— be able to partition small queries by RA
— avoid ,sweet spot” problems

Statistics gathered on the fly
— use sampled data with cardinality of IN
— apply WHERE clause and REGION

New generation SkyQuery
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SkyQuery features (ongoing work)

Fetch data from remote sources

— Protocol plug-ins

— Pre-filtering using WHERE clause

— Works with MySQL, Postgres, no VO TAP yet

VO compliancy
— via plug-ins
— Keep system generic and domain independent

Region-based filtering
— Drop-out detection

SkyQuery (ongoing work)

Storage optimizations

— Access to data columns is not equally distributed
— Move less-accessed data to big but slow storage
— Lazy joins

* Full SQL support
— Currently limited to single SELECT queries
— Add support for full T-SQL scripting
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